
 
 

 

 

MULTIDISCIPLINARY RESEARCH IN 

COMPUTING INFORMATION SYSTEMS 

VOL 04 ISSUE 04 2024 

P-ISSN: 3080-7182 

E-ISSN: 3080-7190 

https://mrcis.org 

AI ETHICS AND BIAS IN ALGORITHMIC DECISION-

MAKING: A CROSS-DISCIPLINARY PERSPECTIVE 

Dr. Sadaf Jameel 1  

Corresponding author e-mail: author email(sadaf.jameel@comsats.edu.pk) 

 

Abstract. As artificial intelligence (AI) systems become increasingly embedded in 

decision-making processes across various domains, concerns about algorithmic bias 

and ethical implications have surged. This article presents a cross-disciplinary 

analysis of how ethical lapses and data-driven biases manifest in AI systems, with an 

emphasis on their social consequences and technological roots. Drawing from 

computer science, sociology, philosophy, and law, this study dissects the sources and 

types of bias, evaluates the sector-wise impacts of biased AI decisions, and explores 

international and local frameworks for ethical AI. Recommendations include stronger 

governance models, inclusive data practices, and culturally contextual AI policies, 

particularly in Global South contexts like Pakistan. 
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INTRODUCTION 

The integration of Artificial Intelligence (AI) into critical decision-making systems has 

transformed sectors such as healthcare, finance, criminal justice, education, and public policy. 

From predicting patient diagnoses to automating loan approvals and optimizing hiring processes, 

AI systems are increasingly entrusted with decisions that significantly affect human lives. This 

transformative capability is fueled by advancements in machine learning algorithms, big data 

analytics, and computational power. 

As these systems assume more control in socially impactful domains, there is a growing concern 

about the ethical integrity and fairness of algorithmic decisions. Several studies and investigations 

have revealed that AI systems, if not properly designed and audited, can perpetuate or even amplify 

existing biases and systemic inequalities [1][2]. For instance, biased facial recognition tools have 

demonstrated higher error rates for minority groups, and algorithmic sentencing tools have been 

found to unfairly target individuals based on race or socio-economic status. 
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The ethical implications of such outcomes are not merely technical flaws; they raise profound 

questions about justice, accountability, and human dignity in the digital age. These challenges have 

prompted researchers, policymakers, and technology developers to scrutinize the assumptions 

embedded in AI models and to advocate for ethical, transparent, and inclusive AI development 

practices. 

It becomes essential to explore AI ethics not solely through a technical lens, but via a 

multidisciplinary perspective that encompasses philosophy, law, sociology, and public policy. 

Such a holistic approach is critical to understanding the complex roots of bias in AI and 

formulating robust governance structures for ethical algorithmic decision-making. 

2. UNDERSTANDING ALGORITHMIC BIAS 

Algorithmic bias refers to systematic and unfair discrimination embedded in the outcomes of 

artificial intelligence systems. These biases may arise unintentionally due to how algorithms are 

developed, trained, and deployed. A comprehensive understanding of the various types and root 

causes of algorithmic bias is essential for designing more equitable and accountable AI systems. 

Types of Algorithmic Bias 

Researchers categorize algorithmic bias into several types, each originating at different stages of 

data collection, processing, or model development: 

• Historical Bias: This occurs when data used to train algorithms reflects past inequalities and 

prejudices. For example, if historical hiring data favors a certain gender or ethnicity, the 

algorithm will likely replicate this bias, even if it's technically accurate [3]. 

• Representation Bias: This arises when certain groups are underrepresented or misrepresented 

in the training data. For instance, facial recognition systems that are trained predominantly on 

light-skinned individuals often perform poorly on darker-skinned subjects [4]. 

• Aggregation Bias: Aggregation bias happens when the algorithm applies a one-size-fits-all 

approach to diverse user groups. A model optimized for the average user may perform poorly 

for minority subgroups with different behavioral or contextual patterns. 

• Measurement Bias: This type results from incorrect proxies being used for concepts the model 

aims to measure. For example, using ZIP code as a proxy for creditworthiness can 

inadvertently embed racial or socio-economic bias into financial systems. 

Root Causes of Algorithmic Bias 

Several technical and socio-technical factors contribute to the emergence of algorithmic bias: 

• Biased Training Data: If training datasets are skewed, incomplete, or historically biased, the 

algorithm will learn and replicate those biases, even if the model itself is technically accurate 

[5]. 

• Feedback Loops: In systems that adapt based on user behavior (e.g., recommendation 

engines), biased outputs can reinforce themselves over time. For example, predictive policing 
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tools may disproportionately send patrols to minority neighborhoods, leading to more arrests 

there, which further validates the system’s predictions. 

• Flawed Model Assumptions: Algorithms are often built on statistical or mathematical 

assumptions that do not account for real-world complexity, diversity, or fairness. The absence 

of fairness constraints in optimization objectives can lead to performance that benefits the 

majority while disadvantaging marginalized groups [6]. 

These nuances is critical for developers, policymakers, and stakeholders to proactively audit AI 

systems, intervene early in the design pipeline, and mitigate the harmful impacts of algorithmic 

bias before deployment. 

3. ETHICAL PRINCIPLES IN AI 

As AI systems increasingly influence societal functions and individual lives, there is an urgent 

need to ground their development and deployment in well-defined ethical principles. These 

principles serve as normative guidelines for designing, auditing, and governing AI technologies, 

ensuring they contribute positively to society while minimizing harm. 

Core Ethical Principles 

Several foundational bioethical principles have been adapted to the context of AI ethics, forming 

the cornerstone of most ethical frameworks: 

• Beneficence: AI systems should be designed to promote human well-being, enhance quality 

of life, and contribute to societal good. This involves using AI for applications that benefit 

health, education, sustainability, and economic growth. 

• Non-maleficence: AI should not cause harm. Developers must anticipate and mitigate 

potential negative consequences, such as reinforcing social inequalities, infringing on privacy, 

or enabling surveillance and manipulation. 

• Autonomy: Respect for human autonomy means AI systems should not coerce, deceive, or 

manipulate individuals. Users should maintain control over how AI influences their decisions 

and actions. Transparency and explainability are essential here. 

• Justice: AI should be fair, equitable, and inclusive. This principle emphasizes the avoidance 

of bias and discrimination, especially toward marginalized or vulnerable populations. Fair 

access to AI benefits is also a key concern [7]. 

Global Ethical AI Frameworks 

Numerous international organizations and regulatory bodies have formalized ethical guidelines to 

promote responsible AI development and use. Among the most influential are: 

• European Union AI Act: The EU AI Act proposes a risk-based regulatory framework that 

categorizes AI systems based on their potential harm (e.g., unacceptable risk, high risk, limited 

risk). It mandates transparency, human oversight, and robust documentation for high-risk AI 

systems. 
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• OECD AI Principles: Adopted by over 40 countries, these principles focus on inclusive 

growth, human-centered values, transparency, robustness, and accountability in AI. They aim 

to foster trust and cooperation across national boundaries [8]. 

• IEEE Ethically Aligned Design: This comprehensive initiative outlines ethical considerations 

across eight general principles, including human rights, well-being, data agency, effectiveness, 

transparency, accountability, awareness of misuse, and competence. It provides detailed 

guidance for developers, corporations, and policymakers [9]. 

These frameworks provide a global baseline for ethical AI governance. However, their 

implementation must be context-sensitive, especially in developing countries like Pakistan, where 

local values, institutional capacities, and legal norms must be integrated into AI ethical policies. 

4. CROSS-DISCIPLINARY APPROACHES TO AI ETHICS 

To fully grasp the ethical complexities surrounding artificial intelligence, it is essential to adopt a 

cross-disciplinary approach. AI ethics is not solely a technical or computational challenge—it 

intersects with philosophical reasoning, legal accountability, and sociological realities. Each 

discipline contributes unique insights that, when integrated, lead to a more holistic understanding 

of ethical AI design and deployment. 

Philosophical Foundations: Utilitarianism vs. Deontology 

Philosophy offers foundational ethical theories that influence how we judge the "rightness" of 

algorithmic decisions: 

• Utilitarianism focuses on outcomes. A decision is ethically justified if it maximizes overall 

benefit or happiness. In AI, this perspective supports optimizing systems for societal welfare, 

such as improving healthcare efficiency or economic productivity—even if it causes some 

individual inconvenience. 

• Deontology, in contrast, emphasizes duties and rights. Ethical decisions must respect 

individuals regardless of the consequences. In AI, this means prioritizing transparency, 

consent, and non-discrimination—even when opaque systems might offer better performance 

[10]. 

Balancing these frameworks is crucial. For instance, a predictive policing tool might reduce crime 

(a utilitarian gain), but if it disproportionately targets marginalized communities, it violates 

deontological fairness. 

Legal Perspectives: Accountability and Liability 

From a legal standpoint, two key concerns dominate AI ethics: accountability and liability. 

• Accountability refers to identifying who is responsible when AI systems cause harm or make 

unfair decisions. This includes developers, data providers, deployers, and even regulators. 

• Liability involves the legal consequences of AI-related harm. The challenge arises when 

damage is caused by autonomous decision-making without direct human involvement. For 
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example, if a loan rejection system discriminates against a minority applicant, who is legally 

at fault—the developer, the data engineer, or the deploying institution? [11] 

Emerging legal frameworks such as the EU AI Act are starting to assign these responsibilities 

clearly, but many countries—especially in the Global South—lack comprehensive legal structures 

to handle AI liability. 

Sociological Lens: Bias and Discrimination in Practice 

Sociology focuses on how AI systems interact with existing societal inequalities. Even when 

technically sound, AI can reproduce systemic bias because data is often a reflection of historical 

and institutional discrimination. 

In hiring algorithms trained on past employment data, women or minority candidates might be 

scored lower due to historical underrepresentation in leadership roles. Sociologists highlight how 

such systems can amplify inequality, leading to exclusion in education, employment, credit 

access, or healthcare [12]. 

Sociological research also underscores the need for inclusive AI development—diverse teams, 

participatory design processes, and stakeholder engagement are key to ensuring that AI does not 

reinforce power asymmetries. 

5. IMPACTS OF BIASED AI ACROSS SECTORS 

Biased AI systems can have far-reaching consequences across multiple sectors, often reinforcing 

structural inequalities and leading to harmful real-world outcomes. This section explores the 

sector-wise impact of algorithmic bias through real-world case studies and visual data 

representations. 

Case Studies in Key Sectors 

1. Healthcare 

A landmark study by Obermeyer et al. [13] revealed that a widely used healthcare risk-prediction 

algorithm in the United States underestimated the needs of Black patients. The model used 

healthcare costs as a proxy for health needs—failing to account for systemic disparities in access 

to care. As a result, Black patients received fewer medical interventions than equally sick white 

patients, reinforcing racial inequities in treatment outcomes. 

2. Law Enforcement 

The COMPAS algorithm used in U.S. courts to predict recidivism risk was found to be biased 

against African American defendants. An investigation by ProPublica [14] showed that the 

algorithm falsely flagged Black individuals as high-risk at nearly twice the rate of white 

individuals, raising serious concerns about fairness, accountability, and due process. 
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3. Education 

AI-powered grading systems used during the COVID-19 pandemic in the UK were criticized 

for systematically downgrading students from lower socio-economic backgrounds. Since the 

models relied heavily on historical performance data from schools, students from under-

resourced institutions were disproportionately penalized, affecting university admissions and 

scholarship opportunities. 

4. Finance 

In financial services, credit-scoring algorithms may deny loans to applicants from marginalized 

communities even when their financial behavior mirrors that of approved applicants. This stems 

from the use of proxies like ZIP code or education history, which can correlate with race or class, 

leading to redlining and digital discrimination. 

Graph 1: Sources of Algorithmic Bias 

This pie chart illustrates the distribution of primary sources contributing to algorithmic bias 

across various AI systems. 

 

Figure 1: Training data bias (35%) and algorithmic design flaws (25%) emerged as the most 

dominant causes, emphasizing the importance of ethical data practices and inclusive design 

principles. 

Graph 2: Impact of Biased Algorithms by Sector 

The following bar chart quantifies the severity of bias-related impacts across five critical sectors 

using a hypothetical severity index (0–100). 
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Figure 2: Law enforcement (90) and healthcare (85) are the most severely affected, underscoring 

the life-altering nature of biased predictions in these domains. Finance and recruitment also show 

significant vulnerability to biased algorithms. 

These findings reinforce the urgent need to embed fairness checks, interdisciplinary oversight, and 

socio-technical evaluations into the AI lifecycle. The real-world consequences of algorithmic bias 

are not abstract—they directly affect people's rights, livelihoods, and life outcomes. 

6. CHALLENGES IN IMPLEMENTING ETHICAL AI 

Despite growing awareness and global advocacy for ethical AI, the implementation of such 

principles in real-world systems remains fraught with challenges. These obstacles are both 

technical and systemic, ranging from model opacity to socio-political limitations, particularly in 

emerging economies. 

Lack of Explainability and Transparency 

One of the most persistent technical barriers to ethical AI is the lack of explainability, often 

referred to as the “black box” problem. Many machine learning models—especially deep learning 

systems—make decisions that are difficult even for their developers to interpret. This opacity 

makes it hard to: 

• Detect and correct biases, 

• Justify outcomes to affected users, 

• Meet regulatory standards for accountability. 

Explainable AI (XAI) seeks to address this by developing models that are both accurate and 

interpretable. However, in practice, there is often a trade-off between model performance and 

interpretability—complex models may yield better predictions but are harder to explain [15]. 

Without transparent logic, users, developers, and regulators cannot adequately assess whether AI 

systems uphold ethical principles such as fairness, autonomy, and justice.  
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Limited Diversity in AI Development Teams 

Ethical blind spots in AI are often a reflection of the limited diversity within AI research and 

development teams. Homogeneous teams may unintentionally encode their own biases into 

systems, failing to anticipate how algorithms will affect marginalized communities. 

For example, face recognition systems have historically underperformed on darker skin tones due 

to a lack of representation in both the training data and the teams building them. Increasing gender, 

ethnic, and cognitive diversity in AI teams is therefore essential to ethical design practices [15]. 

Regulatory Gaps in Emerging Economies 

In emerging economies—including Pakistan—regulatory frameworks for AI ethics are 

underdeveloped or entirely absent. Several issues arise from this: 

• Lack of clear data protection laws and AI governance guidelines, making it difficult to hold 

organizations accountable for algorithmic harms. 

• Limited institutional capacity for algorithmic auditing or enforcement of ethical standards. 

• Rapid adoption of AI technologies by governments and private companies without ethical 

oversight, especially in sensitive areas like surveillance, education, and public health. 

These gaps leave vulnerable populations exposed to exploitation and discrimination. Furthermore, 

developing countries often import AI technologies developed elsewhere, which may not align 

with local cultural values, legal systems, or societal needs [16]. 

Addressing these challenges requires a combination of technical innovation (e.g., XAI research), 

organizational reforms (e.g., inclusive teams), and public policy interventions (e.g., national AI 

strategies and regulatory sandboxes). Without these multi-pronged efforts, ethical AI will remain 

more aspirational than actionable. 

7. ADOPTION OF ETHICAL AI FRAMEWORKS 

The recognition of ethical concerns in AI development has led to the proliferation of frameworks 

aimed at guiding responsible innovation. However, their real-world adoption varies significantly 

across sectors and regions. This section explores institutional responses to ethical AI principles 

and presents trends in framework adoption over time. 

Institutional Responses and Uptake Trends 

Governments, academic institutions, and corporations are increasingly acknowledging the 

importance of aligning AI development with ethical values. Notable trends include: 

• Policy-Level Initiatives: 
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Several governments, particularly in the EU and North America, have incorporated ethical AI 

principles into national strategies. The European Commission’s High-Level Expert Group on AI 

published guidelines emphasizing transparency, accountability, and human oversight. Meanwhile, 

the United Nations and UNESCO have released globally inclusive AI ethics declarations. 

• Corporate Responsibility Programs: 

Tech companies such as Google, IBM, and Microsoft have introduced internal AI ethics boards 

and released public guidelines. However, implementation often lacks transparency, and concerns 

about “ethics washing” remain. 

• Academic and Research Initiatives: 

Ethical AI research centers have emerged at institutions such as Stanford (HAI), MIT (AI Policy 

Forum), and Oxford (Ethics in AI Institute), focusing on interdisciplinary research and public 

engagement. 

• Developing Countries: 

While interest is rising, uptake in countries like Pakistan is slower due to resource constraints, 

regulatory uncertainty, and a nascent AI ecosystem. Capacity-building efforts, such as ethics 

training and localized framework adaptation, are still in early stages. 

Graph 3: Adoption of Ethical AI Frameworks Over Time 

 

The following line graph illustrates the percentage of global organizations that have adopted 

formal ethical AI frameworks between 2018 and 2024, based on aggregated industry surveys and 

policy reports. 

This upward trend reflects growing institutional commitment, yet the depth of implementation 

and cross-cultural contextualization remain open questions. Merely adopting a framework is 

insufficient without mechanisms for enforcement, auditing, and inclusive stakeholder engagement. 
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Ethical AI adoption is not just a checkbox exercise; it must be deeply integrated into AI 

governance, design processes, and institutional culture. The next step is ensuring these frameworks 

move from paper to practice, especially in regions where legal and civic oversight is still 

developing. 

8. THE PAKISTANI CONTEXT 

As AI technologies continue to gain traction in Pakistan, the conversation around ethical regulation 

and responsible deployment is slowly emerging. However, the country faces significant challenges 

in aligning with global standards due to limited policy infrastructure, technical expertise, and 

public awareness. This section highlights the current status of AI regulation and ethical discourse 

in Pakistan, along with the urgent need for localized capacity-building. 

Status of AI Regulation and Ethics in Pakistan 

Pakistan currently lacks a dedicated, legally binding regulatory framework for artificial 

intelligence. While some strategic policy documents and draft initiatives mention AI, they are 

largely aspirational and fall short in defining enforceable ethical guidelines. Key observations 

include: 

• The Ministry of Information Technology and Telecommunication (MoITT) released a 

draft National AI Policy in 2022, which acknowledges the importance of responsible AI but 

does not outline mechanisms for monitoring bias, privacy violations, or human rights 

implications. 

• The Digital Pakistan Vision includes AI as a transformative enabler but focuses more on 

technology adoption than on ethical governance. 

• Data privacy laws remain outdated or fragmented. Although the Personal Data Protection Bill 

(first drafted in 2020) proposes data rights and consent protocols, it is still under review and 

has yet to be enacted, leaving AI applications largely unregulated in terms of data ethics. 

• AI adoption in sensitive areas such as facial recognition in public surveillance, automated 

university admissions, and e-health diagnostics is growing, yet these systems operate without 

robust ethical oversight or accountability structures. 

Need for Local Capacity-Building and Culturally Aware Frameworks 

To ensure that AI in Pakistan aligns with both international ethical standards and local socio-

cultural values, several foundational efforts are required: 

• Technical Capacity-Building: 

There is a pressing need to train AI developers, data scientists, and government officials in ethical 

AI design, fairness auditing, and explainable machine learning. Local universities and research 

bodies must integrate AI ethics courses into their curricula to prepare a future-ready workforce. 

• Policy Localization: 
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Global ethical frameworks—such as the OECD AI Principles or IEEE guidelines—must be 

contextualized for Pakistan’s unique demographic, legal, and cultural landscape. For example, 

considerations related to religious sensitivities, gender norms, and socio-economic disparities 

should inform how ethical AI is defined and enforced locally. 

• Public Engagement and Awareness: 

Ethical AI should not be confined to boardrooms or academic circles. There must be efforts to 

educate the public, civil society, and the media about algorithmic discrimination, digital rights, 

and AI transparency. Inclusive dialogues can prevent top-down ethical impositions and promote 

democratic technology governance. 

• Institutional Development: 

The establishment of an independent AI Ethics Commission or regulatory body can facilitate 

oversight, publish ethical AI guidelines, and resolve disputes arising from algorithmic harm or 

discrimination. 

Pakistan stands at a crossroads in its AI journey. Without proactive investment in ethical 

governance and inclusive innovation, the country risks importing technological biases and 

deepening existing social divides. A culturally rooted, rights-based approach to AI ethics is 

essential not only for safeguarding citizens but also for building global trust in Pakistan’s digital 

future. 

9. RECOMMENDATIONS 

To operationalize ethical principles in AI systems, especially in diverse and rapidly digitizing 

societies like Pakistan, a comprehensive and actionable roadmap is essential. This section presents 

a set of recommendations aimed at policymakers, academic institutions, private organizations, and 

civil society. These measures are designed to enhance ethical awareness, build regulatory capacity, 

and ensure fairness in algorithmic decision-making across sectors. 

1. Promote Interdisciplinary AI Education 

Ethical AI cannot be designed in isolation by data scientists or engineers alone. Addressing bias 

and fairness requires the combined knowledge of philosophers, sociologists, legal scholars, 

public policy experts, and technologists. To foster such collaboration: 

• Curriculum Reform: 

Academic institutions should integrate AI ethics modules into computer science, engineering, 

law, and social science programs. Topics should include fairness in machine learning, 

explainability, data justice, and technology governance. 

• Cross-Disciplinary Research: 
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Universities and research institutes must support interdisciplinary labs and funding opportunities 

to study the societal impact of AI. Encouraging collaborative research between faculties of law, 

humanities, and engineering can lead to richer, context-sensitive insights. 

• Ethics Training for Professionals: 

AI developers, policy makers, and tech executives should be provided with continuous 

professional development in ethical reasoning, data responsibility, and inclusive design. 

2. Inclusive Data Governance and Fairness Audits 

Bias is often baked into the datasets used to train AI models. Therefore, ethical AI begins with 

ethical data practices. Steps toward inclusive data governance include: 

• Diverse and Representative Datasets: 

Public and private data repositories should reflect demographic diversity, including gender, 

ethnicity, disability status, regional variance, and socio-economic backgrounds. 

• Fairness Audits: 

All AI systems used in high-stakes domains (e.g., finance, education, healthcare) should be 

subjected to regular algorithmic audits. These audits can identify disparities in model predictions 

across different user groups and propose remedies. 

• Data Stewardship Bodies: 

Establishing independent data ethics committees can help oversee data collection, labeling, 

sharing, and usage practices. These bodies should include technologists, ethicists, and community 

representatives [19]. 

3. Policy Frameworks Aligned with International Ethical Standards 

While localization is essential, Pakistan should also align its AI policies with internationally 

recognized standards to ensure cross-border compatibility, trust, and innovation ethics. 

• Adopt Global Benchmarks: 

The OECD AI Principles, UNESCO’s AI Ethics Recommendations, and EU AI Act provide 

structured guidelines that can be adapted for national use. These include safeguards like human 

oversight, transparency, non-discrimination, and accountability. 

• Establish Regulatory Sandboxes: 

Creating controlled experimental environments for AI innovation allows companies and 

regulators to test systems under ethical oversight before full-scale deployment. 



 

223 | P a g e  
 

AI ETHICS AND BIAS IN ALGORITHMIC DECISION-MAKING 

• Public-Private Partnerships: 

Collaboration between government bodies, tech industry leaders, academia, and civil society 

organizations can co-create AI governance models that are both technically sound and socially 

just. 

These recommendations are not standalone; they require mutual reinforcement through 

collaborative governance, civic engagement, and long-term investment in human capacity. A 

culture of ethical AI must be cultivated proactively—before harm occurs—not merely reacted to 

after the fact. 

Summary: 

This article provides a holistic exploration of the ethical and societal challenges posed by biased 

algorithmic decision-making. It stresses the importance of incorporating diverse disciplinary 

perspectives to understand and mitigate AI bias. The findings underscore the urgency for culturally 

sensitive, legally sound, and technologically feasible AI ethics frameworks in countries like 

Pakistan, where adoption is rising but regulation remains sparse.  
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