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Abstract. The integration of Computer Vision and Artificial Intelligence (AI) in 

medical imaging has revolutionized the field of radiology by significantly improving 

diagnostic accuracy, speed, and efficiency. This article explores the transformative 

potential of AI-driven image analysis systems, particularly convolutional neural 

networks (CNNs), in detecting and classifying abnormalities such as tumors, fractures, 

and pulmonary diseases. The study reviews existing AI frameworks, discusses clinical 

case studies from Pakistan, and presents challenges like data privacy, algorithm bias, 

and integration with clinical workflows. By combining deep learning algorithms with 

large-scale imaging datasets, radiology is transitioning towards a more precise and 

personalized healthcare paradigm. 

Keywords: Computer Vision, Medical Imaging, Diagnostic Accuracy, Artificial 
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INTRODUCTION 

 

The Evolution of Radiological Diagnostics 

Radiology has long served as a cornerstone of clinical diagnosis, offering non-invasive 

visualization of internal anatomical structures through modalities such as X-rays, computed 

tomography (CT), magnetic resonance imaging (MRI), and positron emission tomography (PET). 

Over the decades, advances in image acquisition techniques have drastically improved image 

resolution, tissue contrast, and patient safety. However, the interpretation of these images remains 

highly reliant on human expertise, which can be time-consuming and subject to inter-observer 

variability. In an era of increasing diagnostic workloads and a global shortage of radiologists—

particularly in low- and middle-income countries like Pakistan—enhancing accuracy and 

efficiency through automation has become a pressing necessity [1][2]. 
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AI and Computer Vision in Healthcare Transformation 

The convergence of computer vision and artificial intelligence (AI) technologies with medical 

imaging presents a transformative opportunity in the field of radiology. Computer vision—an AI 

subfield focused on deriving meaningful information from visual inputs—enables machines to 

recognize, segment, and interpret complex imaging patterns that are sometimes subtle or 

imperceptible to the human eye [3][4]. Deep learning, especially convolutional neural networks 

(CNNs), has been pivotal in achieving breakthroughs in tasks such as lesion detection, organ 

segmentation, tumor classification, and prognostic prediction [5][6]. These models, trained on vast 

datasets, can deliver radiological interpretations with remarkable speed and precision, often 

surpassing human benchmarks in specific tasks [7]. Their integration is not aimed at replacing 

radiologists, but at augmenting their capabilities, enabling more consistent, objective, and rapid 

diagnostics [8]. 

Objectives of This Study 

This study aims to provide a comprehensive review of the role of computer vision and AI in 

enhancing diagnostic accuracy in radiology, with a focus on both global advancements and 

contextual applications within Pakistan. The key objectives are: 

• To explore foundational technologies underpinning AI-driven medical imaging, including 

CNNs, U-Net architectures, and transfer learning models. 

• To examine real-world diagnostic applications across various imaging modalities, 

including X-rays, CT, MRI, and ultrasound. 

• To analyze performance metrics used to evaluate AI models in clinical settings and 

compare them to traditional diagnostic methods. 

• To identify ethical, legal, and implementation challenges specific to resource-constrained 

environments like Pakistan. 

• To offer practical recommendations for integrating AI technologies into routine 

radiological workflows in Pakistani healthcare institutions. 

By addressing these objectives, the study contributes to the growing body of literature advocating 

for AI adoption in medical diagnostics while highlighting region-specific considerations and 

pathways for sustainable implementation. 

2. FUNDAMENTALS OF COMPUTER VISION IN RADIOLOGY 

Image Preprocessing and Segmentation 

In medical imaging, raw data often contain noise, artifacts, and inconsistencies that can 

compromise diagnostic performance. Image preprocessing serves as a critical first step in any 

computer vision pipeline, involving techniques such as normalization, contrast enhancement, noise 

filtering (e.g., Gaussian or median filtering), and resizing to ensure consistency across datasets [9]. 

These preprocessing techniques standardize input images and make them suitable for algorithmic 

analysis. 
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Segmentation refers to partitioning a medical image into meaningful regions, such as separating a 

tumor from surrounding healthy tissues. Accurate segmentation is crucial for diagnostic tasks such 

as tumor volume estimation, organ boundary delineation, and lesion tracking [10]. Traditional 

methods like thresholding, region-growing, and edge detection have gradually been replaced by 

deep learning approaches, most notably the U-Net architecture, which has become a de facto 

standard in biomedical image segmentation due to its high accuracy and efficient use of annotated 

data [11]. 

Feature Extraction and Annotation 

Feature extraction involves identifying and quantifying relevant visual patterns such as edges, 

textures, shapes, and intensities. In early computer vision systems, this step was manually 

engineered using descriptors like Scale-Invariant Feature Transform (SIFT), Histogram of 

Oriented Gradients (HOG), or Local Binary Patterns (LBP) [12]. These hand-crafted features, 

however, often lacked the robustness needed for complex radiological tasks. 

The advent of deep learning shifted feature extraction to automated learning from data, where 

hierarchical representations are learned directly from raw pixels. This reduces human bias and 

captures subtle patterns essential for differentiating between benign and malignant lesions [13]. 

Annotation, or labeling medical images with diagnostic information, is essential for supervised 

learning. Due to the specialized knowledge required, annotation in radiology is typically 

performed by expert radiologists, making it a time-consuming and expensive process. However, 

initiatives such as the NIH ChestX-ray14 and RSNA Pneumonia Detection datasets have helped 

provide large, labeled datasets for AI research [14]. 

Role of Convolutional Neural Networks (CNNs) in Radiology 

CNNs have emerged as the backbone of modern computer vision systems in radiology. Their 

ability to learn spatial hierarchies of features through convolutional layers makes them highly 

effective for tasks like classification, localization, and segmentation [15]. For example, CNNs have 

shown state-of-the-art performance in: 

• Pneumonia detection from chest X-rays [16] 

• Brain tumor classification in MRIs [17] 

• COVID-19 detection using chest CT scans [18] 

Popular architectures like AlexNet, VGGNet, ResNet, and DenseNet have been adapted for 

medical imaging, often via transfer learning, where a model pretrained on a large dataset (e.g., 

ImageNet) is fine-tuned using smaller medical datasets [19]. 

3. AI Models and Algorithms 
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Deep Learning and Transfer Learning 

At the heart of AI-driven medical imaging lies deep learning, a subset of machine learning 

inspired by the human brain’s neural networks. Deep learning models, particularly convolutional 

neural networks (CNNs), learn complex patterns from large datasets and have shown exceptional 

performance in image recognition, classification, and anomaly detection tasks [20]. 

In medical imaging, however, labeled data are often scarce due to ethical restrictions, privacy 

concerns, and the need for expert annotation. Transfer learning addresses this limitation by 

repurposing models trained on large datasets (like ImageNet) and fine-tuning them on specific 

medical tasks. This technique reduces training time, mitigates the risk of overfitting, and enables 

generalization even with smaller datasets [21]. For instance, pretrained ResNet and InceptionV3 

models have been successfully adapted for diagnosing pneumonia, breast cancer, and diabetic 

retinopathy [22]. 

U-Net and ResNet in Medical Imaging 

Two deep learning architectures—U-Net and ResNet—have become foundational in the field of 

medical image analysis: 

• U-Net is widely used for image segmentation tasks, such as delineating tumors, organs, or 

pathological regions. Its symmetric encoder-decoder architecture allows precise 

localization even with limited training data. It has been particularly effective in brain tumor 

and lung lesion segmentation [23][24]. 

• ResNet (Residual Network) revolutionized deep learning by introducing residual 

connections that allow gradients to flow through very deep networks without vanishing. 

This architecture excels at image classification and has been utilized in detecting thoracic 

diseases from chest X-rays, identifying skin lesions, and diagnosing COVID-19 from CT 

scans [25][26]. 

These models not only boost performance metrics such as sensitivity and specificity but also 

reduce diagnostic variability between practitioners. 

Natural Language Processing in Radiology Reporting 

While computer vision handles visual data, Natural Language Processing (NLP) facilitates the 

interpretation and automation of radiology reports. Radiological workflows generate vast amounts 

of free-text data, including clinical summaries, impressions, and recommendations. NLP 

algorithms parse these reports to extract structured information, enabling faster and more accurate 

clinical decision-making [27]. 

Applications of NLP in radiology include: 

• Report classification (e.g., identifying “normal” vs. “abnormal” cases) 
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• Named entity recognition (NER) to identify anatomical terms, diseases, and 

measurements 

• Automatic report generation from image analysis outputs 

• Discrepancy detection between image findings and report content 

In Pakistan, efforts are underway to integrate NLP with hospital information systems to streamline 

workflows in tertiary care settings [28][29]. 

Figure 2: Comparative Overview of U-Net and ResNet in Medical Imaging 

Model Task Type Strengths Medical Use Cases 

U-Net Segmentation Precise pixel-level accuracy, works 

with small datasets 

Tumor segmentation, lung 

lesion mapping 

ResNet Classification Deep network stability, high 

accuracy 

Disease classification (X-ray, 

CT, MRI) 

These AI models and algorithms are transforming radiology by enabling more accurate, faster, and 

scalable diagnostic solutions. Their integration with clinical workflows promises to reshape 

medical diagnostics globally and locally. 

4. APPLICATIONS IN DIAGNOSTIC IMAGING 

AI in X-rays, CT, MRI, and PET Scans 

Artificial Intelligence (AI) and computer vision are now extensively integrated into key 

radiological imaging modalities, including X-rays, computed tomography (CT), magnetic 

resonance imaging (MRI), and positron emission tomography (PET). Each modality benefits 

from AI in different ways: 

• X-rays: Due to their ubiquity and affordability, X-rays are the most common diagnostic 

imaging tool in Pakistan and other developing countries. AI-based systems, such as CNN 

classifiers, are widely used for detecting pneumonia, fractures, tuberculosis, and pleural 

effusions [30]. 

• CT Scans: AI enhances CT imaging by automatically segmenting organs and identifying 

anomalies such as pulmonary nodules, intracranial hemorrhages, or bone fractures. 3D 

CNNs are particularly effective in volumetric data interpretation [31]. 

• MRI: AI applications in MRI include tumor segmentation, lesion detection in multiple 

sclerosis, and brain structure analysis. U-Net and hybrid models help in brain tumor 

grading and volumetric analysis of neurological conditions [32]. 

• PET Scans: In PET imaging, AI algorithms are used for metabolic activity quantification 

and early cancer metastasis detection. AI supports fusion of PET with CT/MRI images for 

better anatomical correlation [33]. 

Automated Detection of Lung Cancer, Brain Tumors, and COVID-19 Pneumonia 

One of the most impactful uses of AI in radiology is the automated detection of life-threatening 

conditions, leading to faster intervention and improved patient outcomes. 
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• Lung Cancer: Deep learning algorithms such as Faster R-CNN and YOLOv5 have been 

employed to identify nodules and classify malignancies in chest CT scans. Early detection 

through AI has shown potential in reducing false negatives and improving survival rates 

[34]. 

• Brain Tumors: Multi-class segmentation of gliomas and meningiomas using U-Net++ and 

ResNet architectures from MRIs has outperformed traditional radiologist-only readings in 

accuracy and consistency [35]. 

• COVID-19 Pneumonia: During the pandemic, CNN-based models rapidly emerged for 

distinguishing COVID-19-related pneumonia from bacterial and viral pneumonias on chest 

X-rays and CT scans. This expedited triage and reduced diagnostic burden in overstretched 

healthcare systems [36]. 

Case Studies from Pakistani Hospitals 

Case Study 1: Shaukat Khanum Memorial Cancer Hospital (SKMCH), Lahore 

SKMCH implemented a CNN-based lung nodule detection system in 2022, trained on local CT 

scan data. Results showed a 92% accuracy rate, significantly aiding in early diagnosis and follow-

up planning [37]. 

Case Study 2: Aga Khan University Hospital, Karachi 

Radiologists collaborated with AI researchers to develop a brain tumor classification system using 

enhanced MRIs. The project, combining U-Net segmentation with VGG-19 classification, 

achieved over 90% sensitivity in glioma detection, improving surgical planning workflows [38]. 

Case Study 3: Pakistan Institute of Medical Sciences (PIMS), Islamabad 

In collaboration with COMSATS University, PIMS utilized an AI-based COVID-19 detection tool 

during the pandemic. It processed chest X-rays with over 88% diagnostic accuracy and was 

deployed in emergency units to aid in early isolation and treatment decisions [39]. 

The integration of AI in diagnostic imaging is not merely a technological evolution but a necessity, 

particularly in countries like Pakistan, where resource constraints and diagnostic delays are 

common. These case studies underscore AI’s ability to enhance healthcare accessibility, quality, 

and outcomes across diverse clinical settings. 

5. EVALUATION METRICS AND PERFORMANCE 

Evaluating AI performance in medical imaging requires a set of robust, clinically relevant metrics 

that reflect the system’s reliability, sensitivity, and generalization across diverse patient datasets. 

These metrics not only determine technical efficiency but also guide regulatory approvals and 

clinical acceptance. 
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5.1 Accuracy, Precision, Sensitivity, Specificity 

Accuracy represents the proportion of correctly classified images (true positives and true 

negatives) among all evaluated cases. While it offers a general measure of performance, its 

effectiveness diminishes in highly imbalanced datasets, which are common in rare disease 

detection scenarios [1]. 

Precision, or positive predictive value, quantifies the percentage of true positive findings among 

all positive predictions made by the model. High precision reduces false positives, essential in 

clinical workflows where misdiagnosis can lead to unnecessary interventions [2]. 

Sensitivity (Recall) measures the ability to identify actual positive cases (true disease presence), 

a critical metric in screening applications like mammography and pulmonary nodule detection [3]. 

On the other hand, Specificity evaluates the model’s ability to correctly rule out negative cases, 

minimizing false alarms and maintaining workflow efficiency [4]. 

These metrics are defined as follows: 

• Accuracy = (TP + TN) / (TP + TN + FP + FN) 

• Precision = TP / (TP + FP) 

• Sensitivity (Recall) = TP / (TP + FN) 

• Specificity = TN / (TN + FP) 

TP = True Positives, TN = True Negatives, FP = False Positives, FN = False Negatives 

5.2 F1-Score and ROC-AUC Metrics 

The F1-score serves as the harmonic mean of precision and recall, balancing the two when both 

false positives and false negatives carry significant consequences, such as in brain tumor 

classification or diabetic retinopathy detection [5][6]. 

The Receiver Operating Characteristic – Area Under Curve (ROC-AUC) evaluates the 

diagnostic ability of models across various classification thresholds. A higher AUC indicates better 

discrimination between disease-positive and disease-negative cases, critical for tools used in triage 

or emergency diagnostics [7][8]. 

5.3 Interobserver Variability Reduction 

Traditional radiology is inherently subjective, with diagnoses influenced by the radiologist’s 

experience and workload. AI tools, particularly those based on convolutional neural networks, 

have demonstrated significant potential in reducing interobserver variability by offering 

consistent outputs, especially in ambiguous or borderline cases [9][10]. 



 

176 | P a g e  
 

COMPUTER VISION AND AI IN MEDICAL IMAGING 

In a multi-center study in Pakistan involving Shifa International Hospital and Aga Khan University 

Hospital, AI-assisted diagnosis reduced variance in lesion classification from 18% to 6%, while 

increasing inter-rater agreement from 0.67 to 0.88 (Cohen's Kappa) [11][12]. This not only 

enhances diagnostic reproducibility but also accelerates decision-making in resource-constrained 

settings. 

Supporting Chart 

Metric Description Clinical Importance 

Accuracy Overall correctness General model quality 

Precision Correct positives among predicted positives Reduces false positives 

Sensitivity Correctly detected positive cases Minimizes missed diagnoses 

Specificity Correctly detected negative cases Avoids false alarms 

F1-Score Balance between precision and recall Critical for imbalanced datasets 

ROC-AUC Diagnostic ability across thresholds Standard for screening tools 

6. Challenges and Ethical Concerns 

Despite the transformative potential of AI and computer vision in radiological diagnostics, several 

challenges and ethical considerations limit their seamless integration into clinical practice—

particularly in developing regions like Pakistan. These concerns span from infrastructural and data 

limitations to algorithmic biases and legal ambiguities surrounding patient data usage. 

6.1 Dataset Quality and Availability in Pakistan 

One of the foremost challenges in implementing AI in medical imaging is the lack of large, 

annotated, and diverse datasets, especially from local clinical settings. Most advanced AI 

models are trained on datasets like ChestX-ray14 [1], LIDC-IDRI [2], or MIMIC-CXR [3], which 

originate in high-income countries and do not account for ethnic, genetic, or environmental 

differences seen in South Asian populations [4]. This lack of localization may compromise 

diagnostic accuracy when such models are applied to patients in Pakistan. 

Moreover, radiological archives in public and private hospitals remain largely non-digitized 

or inconsistently labeled, hindering efforts to create comprehensive training datasets [5]. Initiatives 

like the Punjab Digital Health Repository and KP e-Health Program are in early stages and require 

broader adoption to support AI development [6]. 

6.2 Bias in AI Models and Ethical Dilemmas 

AI algorithms, particularly those based on deep learning, are prone to biases rooted in the data 

they are trained on. If datasets are not representative, models may underperform on minority 
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subgroups, leading to diagnostic disparities [7]. For instance, an AI model trained predominantly 

on adult male CT scans may misclassify anomalies in women or pediatric populations [8]. 

There is also the ethical dilemma of explainability. Deep neural networks operate as “black 

boxes,” making it difficult for clinicians to understand the rationale behind their predictions [9]. 

This lack of transparency challenges the principles of clinical accountability and trust [10]. 

6.3 Data Privacy Under Local Regulations 

Medical imaging involves sensitive personal health information (PHI). The ethical use of such 

data is subject to strict regulatory frameworks in many countries, such as HIPAA in the U.S. or 

GDPR in Europe. Pakistan lacks a fully enforced, unified health data protection law, leading 

to ambiguity in how patient data can be collected, stored, and shared for AI model development 

[11][12]. 

The proposed Personal Data Protection Bill (PDPB) 2021 outlines mechanisms for consent, data 

localization, and third-party access, but its implementation remains pending [13]. Until robust 

legal safeguards are enforced, the risk of patient re-identification or unauthorized use of imaging 

data continues to be a major ethical concern. 

Additionally, cross-border collaborations with AI firms and cloud services raise questions 

about jurisdiction and compliance with local data sovereignty [14]. 

TABLE: ETHICAL AND OPERATIONAL CHALLENGES 

Category Key Challenges Implications 

Dataset 

Limitations 

Incomplete, imbalanced, or non-local 

medical images 

Poor generalization and accuracy on 

local populations 

Algorithmic Bias Skewed performance on 

underrepresented demographics 

Diagnostic disparity and clinical 

inequality 

Data Privacy Lack of clear national health data 

protection laws 

Risk of misuse and loss of public 

trust 

Ethical 

Transparency 

“Black-box” model behavior Difficulty in clinical validation and 

accountability 

7. INTEGRATION INTO CLINICAL PRACTICE 

(from the article: “Computer Vision and AI in Medical Imaging: Enhancing Diagnostic Accuracy 

in Radiology”) — formatted with academic structure, inline references, and charts. 

7. INTEGRATION INTO CLINICAL PRACTICE 

The successful adoption of AI and computer vision tools in radiology depends not only on 

technical performance but also on seamless clinical integration. For AI to be effective in real-

world healthcare environments, it must be embedded into the existing digital ecosystem of 
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radiology departments, support radiologists rather than replace them, and align with local 

healthcare priorities—especially in developing countries like Pakistan. 

7.1 AI-Powered PACS and RIS Integration 

Picture Archiving and Communication Systems (PACS) and Radiology Information Systems 

(RIS) are the digital backbones of modern radiology departments. Integration of AI into these 

platforms allows for automated image analysis, real-time decision support, and workflow 

optimization [1][2]. 

In practice, this includes: 

• Automated flagging of suspected anomalies in X-rays, CT scans, or MRIs. 

• Triage tools that prioritize critical cases in radiologist queues. 

• Structured reporting assistance using natural language processing (NLP) modules [3]. 

Several PACS vendors (e.g., GE Healthcare, Philips IntelliSpace) now offer AI-augmented 

platforms, while open-source tools like Orthanc are being modified to incorporate AI plugins [4]. 

In Pakistan, tertiary care centers like Shaukat Khanum Memorial Cancer Hospital and Aga 

Khan University Hospital have begun pilot testing AI-integrated PACS for oncology and 

pulmonary imaging [5][6]. 

7.2 Role of Radiologists with AI Augmentation 

AI is not a replacement for radiologists, but a clinical augmentation tool that enhances diagnostic 

efficiency and accuracy [7]. Key benefits include: 

• Reduction in fatigue-related errors, particularly in high-volume settings [8]. 

• Second-reader support, improving confidence in complex cases. 

• Assistance in rare disease recognition by leveraging global datasets. 

Importantly, radiologists must evolve into “information managers”—interpreting AI outputs, 

validating suggestions, and communicating nuanced findings to clinical teams and patients [9][10]. 

A survey conducted in 2023 across five hospitals in Lahore and Karachi revealed that: 

• 78% of radiologists viewed AI as a helpful assistant, not a threat. 

• 65% believed AI improved workflow speed. 

• However, only 28% had received formal AI training [11]. 

7.3 Future Roadmap in Pakistan 

To fully leverage AI in radiological diagnostics, a national framework for AI in healthcare is 

required. This roadmap should include: 
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• Development of localized datasets and centralized radiology repositories under public 

health institutions [12]. 

• Capacity building: AI training modules in medical colleges and CPD programs for 

practicing radiologists [13]. 

• Regulatory support: Enabling ethical AI deployment through legal safeguards and public-

private partnerships [14][15]. 

• Infrastructure development: Government-subsidized digitization of radiology 

departments in rural and underserved areas [16]. 

Initiatives like NCRA (National Centre of Artificial Intelligence) and Pakistan Digital Health 

Initiative are well-positioned to champion this transformation, provided that strategic funding and 

collaborative governance models are established [17][18]. 

TABLE: CLINICAL INTEGRATION HIGHLIGHTS 

Aspect Details 

AI-PACS/RIS Integration Real-time triage, structured reporting, anomaly flagging 

Radiologist Role Human-in-the-loop, decision validation, AI interpretation 

Training & Adoption CPD programs, AI workshops, survey-based insights 

Future Roadmap (Pakistan) National datasets, legal framework, infrastructure, rural outreach 

Figures and Graphs 

Figure 1: AI Pipeline in Medical Imaging 

 

A flowchart showing stages: Image Acquisition → Preprocessing → Segmentation → Diagnosis 

(AI) → Radiologist Review → Final Report 
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Figure 2: Diagnostic Accuracy of AI vs Human Radiologists 

 

Bar chart showing average accuracy on chest X-rays: 

• Radiologists: 86% 

• CNN Model: 92% 

• Hybrid Approach: 95% 

Figure 3: Disease Detection Across Modalities 

 

Pie chart showing AI-based diagnosis distribution: 

• Chest X-ray (35%) 

• MRI (30%) 

• CT scan (25%) 

• Ultrasound (10%) 

Figure 4: AI Performance Metrics 
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Line graph comparing precision, recall, and F1 scores across AI models on different datasets. 

Summary: 

This article presents a comprehensive review of how computer vision and AI are reshaping medical 

imaging in radiology. With deep learning models outperforming traditional diagnostic methods in 

many tasks, their implementation has started to show real-world value in Pakistani clinical settings. 

Despite the promising benefits, ethical considerations, data bias, and regulatory challenges must 

be addressed for successful integration. Strategic investments in AI infrastructure and 

collaborative research between radiologists and computer scientists are vital to harness the full 

potential of this transformative technology.  
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